
Int. J.Adv.Sig.Img.Sci, Vol.7, No.2, 2021 

 

1 
 

HISTOPATHOLOGICAL IMAGE ANALYSIS FOR ORAL 

CANCER CLASSIFICATION BY SUPPORT VECTOR 

MACHINE 

Yohannes Bekuma Bakare 
Department of Electrical and Computer Engineering, 

Wollega University, Ethiopia, Africa 

yohbek@gmail.com 
 

Kumarasamy M 
Department of Computer Science, 

Wollega University, Ethiopia, Africa 

drmksamy115@gmail.com 
 

Submitted: May, 10, 2021 Revised: July, 25, 2021 Accepted: Aug, 07, 2021 

Abstract: Oral cancer is caused by the mutation of the cells in the lips or in 
the mouth. The incidence rate and prevalence rate of oral cancer are 
increasing worldwide. Recently, the Machine Learning (ML) approaches play a 
vital role in medical image diagnosis. They provide accurate and rapid 

evaluation of the analysis of histopathological images using supervised 
learning. In this study, three different modules are developed namely 
preprocessing, feature extraction and classification module. Initially, the raw 
histopathological image is given to the median filter for the removal of 
background noise in the preprocessing module. In the next module, the 
temporal features such as energy, entropy etc., are extracted from the color 
components of the filtered images. Finally, the classification is done by 
employing the Support Vector Machine (SVM) and K-Nearest Neighbour (KNN) 
to classify histopathological images as normal or abnormal. Results show that 
the SVM classifier is better than KNN for the classification of oral cancer. The 
classification accuracy on 1224 histopathological images has been improved to 
98% by using SVM classifier as compared with the KNN results of 83%. 

Keywords: Oral cancer, histopathological images, medical image analysis, 
support vector machine, nearest neighbour classifier, supervised classification. 

I. INTRODUCTION 

The incidence rate and prevalence rate of oral cancer are increasing 

worldwide and many artificial intelligence algorithms have been developed to 
analyze medical images as well as other fields of technology. A dynamic Bayesian 

network is utilized for oral cancer in [1] using genomic data. The significant 

network nodes are identified by applying functional and topological analysis on 

genomic data. A softmax discriminant classifier is designed in [2] for classifying 

oral cancer using pathological reports, radiological studies and radiation reports. 
 A large scale image retrieval system is implemented in [3] for 

histopathological image analysis. A supervised kernel hashing is applied to 

compress the high dimensional image features into binary codes. Then, an 

efficient hash table is generated using these codes to retrieve the images. A 

dictionary learning method is described in [4] for histopathological image analysis. 

It is a low-complexity method which grades the diseases using the learned 
dictionaries under a sparsely constraint.   
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A structural approach for histopathological images analysis is discussed in 

[5]. Instead of using a single graph, it uses a set of sub-graphs to represent the 
images through graph walking. Then the distribution of graph edges is used for 

the analysis. Two optimization techniques such as particle swarm optimization 

and bee colony approaches are hybridized in [6] for oral cancer classification. To 

detect the risk level of oral cancer, linear discriminant analysis is employed.  

A neuro fuzzy inference system is designed in [7] for classifying oral cancer. 
It uses the inputs such as lesion size and number of nodes from the pathology 

reports to determine the stages at the earliest. Optical coherence tomography 

based oral cancer detection is discussed in [8]. It studies the feasibility of 

classification of oral cancer using optical coherence tomography.  Color oral 

images are utilized in [9] for lesion detection. Texture and fractal features are 

extracted and Neural Network (NN) classifier is used for the classification.   
  An efficient neighbourhood component analysis based approach for 

classifying oral cancer is described in [10]. The features weights are estimated by 

a gradient descent estimator which is stochastic in nature. KNN, Random Forest 

(RF) and SVM are employed and their performances are compared. Oral computed 

tomography images are used in [11] for classifying oral cancer. It uses fuzzy c-
means segmentation after preprocessing the images by anisotropic diffusion. After 

segmentation, first order features along with run length matrix features are 

extracted and SVM is employed for the classification.    

Wavelet based approach is described in [12] for oral cavity cancer 

classification. The noises are removed by the wavelet approach and then Choas 

network outputs are utilized for the classification. A multi-parametric system for 
oral cancer classification is discussed in [13]. Features are extracted from clinical, 

imaging modality and genomic. All features are preprocessed and then correlation 

based selection is applied independently for feature selection. Then they are 

classified using SVM, NN, decision tree and RF.  

A capsule network model is developed in [14] for classifying oral cancer. It 
is more robust to affine transformation and rotation. Gaussian blurring is 

employed as a preprocessing technique before segmentation by Otsu thresholding. 

Pretrained AlexNet, GoogleNet and ResNet50 are utilized in [15] for classifying oral 

cell carcinoma. It uses manually extracted region of interest region for the 

classification.     

The recent development of deep learning for image classification is also 
used for oral cancer classification in [16]. It uses three pretrained architectures 

such as ResNet50, Inceptionv3 and VGG16 for the classification of 

histopathological images by the use of transfer learning through concatenation. 

An enhanced histopathological analysis is discussed in [17] for grading oral cell 

carcinoma. It is a two stage system and uses deep neural networks and 

preprocessing technique by wavelets. Though many advanced techniques available 
recently, in this paper, an efficient histopathological image analysis for oral cancer 

classification by SVM is presented. 

II. METHODS AND MATERIALS 

The proposed system consists of three primary stages; preprocessing, 
feature extraction and classification. Figure 1 depicts the complete flow of the oral 

cancer classification system.  
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Fig. 1 Oral cancer classification system 

 The histopathological image is first preprocessed using median filter to 

eliminate the background noises followed by the separation of colour channels in 

the RGB dermoscopic images. Then, the pre-processed images are fed to the 
feature extraction phase, in which the unique temporal features are extracted 

from the skin images. Once the temporal features are extracted, SVM and KNN 

classifiers are used to classify the input into normal or abnormal.     

A. Pre-processing using Median Filter 

 Initially the input dermoscopic images are preprocessed to remove 

unwanted hairs, background noise, and other noises. For this purpose, an 
efficient median filter algorithm with window filtering method is utilized. The 

median filter is a non-linear digital filtering method of reducing noise from an 

image or signal. Such noise reduction is a typical pre-processing technique to 

enhance edge detection on an image. Median filtering is extensively employed in 

digital image processing because it retains edges while eliminating noise. This 

filter method processes one color channel only. So the colour channels are 
separated at first.  

 Median filtering is a smoothing method that is good in removing noise from 

smooth patches or smooth regions of a picture, but it has a negative impact on 

edges. When reducing the noise in a signal, it's vital to keep the edges intact. The 

edge of a picture is one of the most important physical features of it. For small to 

moderate quantities of Gaussian noise, the median filter is superior to Gaussian 
blur in eliminating noise while retaining edges for a given window size. As a result, 

median filtering is frequently employed in digital image processing today. The 

pattern of neighbors is called the "window" and it glides, entry by entry, over the 

whole signal. Figure 2 shows the median filtered image and RGB colour 

components.   
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(a) 

 
(b) 

Fig. 2 Pattern recognition system for glaucoma diagnosis 

B. Feature Extraction 

 The approach of extracting the features is an important phase in image 

processing. With huge data collection and in order to minimize the amount of 

resources without losing any significant or relevant information and also to 

decrease the quantity of duplicate information in a dataset, the feature extraction 
is employed. Reduced data helps to construct the model faster and with less effort 

on the part of the machine learning process. In the machine learning process, it is 

highly necessary to reduce the amount of datasets to develop the model faster and 

with less effort. Feature extraction of the temporal features such as entropy, 

energy, etc. Images were converted from RGB to gray scale images.  
 The term time domain refers to the study of signals in terms of time. The 

term "temporal features" can apply to any feature that is connected with or varies 

through time. When you have a sequence of photos taken at different times, may 

undergo temporal classification e.g. pixel in the case of imaging processing. 

Filtering is the most frequent time- or space-domain processing technique. Digital 

filtering usually involves a linear change of a number of surrounding samples that 
may be identified in terms of time or space. The output of a linear digital filter on 

any given input may be computed by convolving the input signal with an impulse 

response. But in the context of signal processing, a temporal feature might be any 

aspect of the data before it is converted into the Fourier, frequency or spectral 

domain, using the Fourier transform. In this system, the temporal features such 

as energy, entropy of individual colour components of red, green and blue 
components are extracted. Table 1 shows the temporal features formulae for 

feature extraction. 
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TABLE 1 Temporal features Formulae for feature extraction 

Features Energy Entropy 

Formulae 
 

R

i

C

j

jiskin
RC 1 1
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1

 )log(* i

i

i pp  

Where, R is the width and C is the height of the input skin image and 

ip  is the non-zero histogram value. 

C. SVM Classifier for Classification Module 

 In this approach, the training dataset is used to train SVM about the 

classes, which is a typical supervised machine learning method for classification. 

A hyperplane in an N-dimensional space (N = number of features) that clearly 
differentiates diverse input classes is the goal of the SVM method. When it comes 

to regression and classification, SVM is the go-to tool. If the data is not linearly 

separable, the kernels in nonlinear SVM convert it into high-dimensional space. 

SVM hyper parameter and model parameters must be optimized to get higher 

classification accuracy with less processing power. Figure 3 illustrates the SVM 
classifier with many hyperplanes and a maximum margin hyperplane. 

  
(a) (b) 

Fig. 3 SVM classifier (a) Many hyperplanes (b) Hyperplane with maximum 

margin 

 Figure 3(a) displays a number of hyperplanes that can be used to 

distinguish between the two classes of data. Margin is measured as the distance 

between the nearest dot positions in each class to the hyperplane. In this 

approach, a linear classifier that optimizes the distance between the hyperplane 
and the closest data point of each class is produced. The maximum margin 

classifier as shown in Figure 3(b) is a hyper-plane that is optimum for separating. 

It is possible to classify data points more accurately by increasing the margins. 

Therefore, the maximum margin classifier that optimally separates the two classes 

is one that greatly saves processing time. With the extracted temporal features 
and their classes, a trained SVM model must predict whether the given image is a 

normal image or melanoma skin cancer. A hyperplane can be found by separating 
various classes, weight vector ‘w’ and a bias ‘b’ are used. Hyperplane function can 

be represented as: 
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                                         wTx + b = 0                                (1) 

Depending on the value of the hyperplane function, the data points are classified 

as either normal or malignant and are expressed as: 

Normal if wTx + b <  0  

Cancerous if wTx + b > 0    (2) 

 When selecting the hyperplane, the maximum margin classification 

criterion is followed. The maximum margin classifier will always be parallel and 
equidistant, and the points on these two hyper-planes are referred to as support 

vectors. Data in high-dimensional space can be processed more efficiently using 

SVM since there is no over-fitting. Hence in the proposed system, the two stage 

SVM classification is done. In the SVM classifier, the sample images are identified 

as normal or abnormal images.  

III. RESULTS AND DISCUSSIONS 

In this system for the classification of the histopathological images, ML 

approach is utilized. Employing more than 1000 histopathological images (290 

normal and 934 oral cancer images) from the database [18], the performance of 

the system is discussed in detail. In order to remove background noises and hairs, 

the image is first preprocessed using the intensity of colour channel separation 
technique. The images in the database are divided into two groups. Figure 4 

shows the normal and oral cancer histopathological images. 

 

 
(a) 

   

(b) 

 

Fig. 4 Histopathological images (a) Normal (b) Oral cancer 

 After noise removal by median filter, the RGB colour channels of images 

are separated. Then the features are extracted from the skin lesion region using 
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the images that have been processed. As soon as the temporal features have been 

extracted, The SVM classifier classifies the sample images as normal or abnormal. 
Further image analysis with melanoma characteristics is then conducted on the 

abnormal images, followed by the categorization of both malignant melanoma and 

non-malignant melanomas. As a result, in the proposed system, SVM classifier 

efficiency is evaluated and also compared with the KNN classifier performance. 

The confusion matrix derived from the 10-fold cross-validation is used to evaluate 
the categorization system. The eqns. (3) to (5) gives the measures for accuracy, 

sensitivity, and specificity. 

Accuracy (ACC) = 
FPTNFNTP

TNTP




   (3) 

Specificity (SPE) = 
FPTN

TN


    (4) 

Sensitivity (SEN) =  
FNTP

TP


     (5) 

where TP stands for True Positive; TN is for True Negative, whereas FP and FN 

stand for False Positive and False Negative. The Receiver Operating 

Characteristics (ROC) is also drawn for SVM and KNN classifier using the obtained 
SPE and SEN. Figure 5 and Figure 6 show the performance of oral cancer 

classification system by KNN and SVM classifiers respectively.  

 
 

Fig. 5 Performance of KNN classifier; Confusion matrices (Left) and ROC 

(Right) 
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Fig. 6 Performance of SVM classifier; Confusion matrices (Left) and ROC 

(Right) 

 It can be seen from Figures 5 and 6 that the SEN of the system has been 

improved by 12% by SVM classifier i.e., from 77.9% (KNN classifier) to 89.4%. Also, 
the SPE of the system is 94.8% by SVM, whereas it is only 85.2 by KNN classifier. 

Also, it is noted from the ROCs of KNN and SVM is that the area under the curve 

by SVM (0.907) is more than KNN (0.797). 

IV. CONCLUSION 

In this paper, an automated system with three phase module is presented 
for oral cancer classification. This system extracts the temporal features such as 

entropy, energy, and intensity values. These features are extracted from the 

individual Red, Blue and Green channel images that are obtained after filtering 

the dermoscopic images by the median filter in the preprocessing stage. Finally, 

the dermoscopic image classification is performed using SVM and KNN classifiers, 
the supervised ML model for diagnosing the oral cancer from histopathological 

images. The proposed system is evaluated on 1224 histopathological images and 

their performances are validated using the ground truth data. The confusion 

matrix result infers that SVM classifier provides more accuracy of 91% accuracy. 

KNN classifier provides only 80% of accuracy for oral cancer classification. 
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