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Abstract: The information about the classification of plant leaf into 
appropriate taxonomies is very useful for botanists. In this study, an efficient 

Plant Leaf Recognition (PLR) system is designed using kernel ensemble 
approach by Support Vector Machine (SVM). At first, the plant leaf images are 
normalized and resized by color normalization and bicubic interpolation. 

Features such as 4th order color moments and nine energy maps of LAWS are 
combined to form a feature database. The classification is done by ensemble 
approach with different SVM kernels like Linear (SVM-L), Radial basis function 
(SVM-R), Polynomial (SVM-P) and Quadratic (SVM-Q). Finally, the outputs of 
each SVM classifier are fused to classify plant leaf images. The PLR system is 
carried on using Folio database that contains 640 leaf images captured from 
32 species. The system achieves 90.63% recognition rate by the ensemble 
approach using colour moments and texture features by LAWS.    

Keywords: Plant leaf recognition, colour moments, LAWS texture, ensemble 
classification 

I. INTRODUCTION 

Now-a-days, computer vision methodologies are used to recognize plants 
automatically. A deep learning approach for PLR system is discussed in [1]. It uses 

convolution neural network with softmax for the classification. To speed up the 

process, cropping is employed before extracting features and classification. The 

networking depth is adjusted by GoogleNet. Shape features for PLR is described in 

[2] using neural network. The moment invariant features are used as shape 

features to classify three plants. Multi Layer Perceptron (MLP) is used as classifier. 
Geometric features along with twelve morphological features are used in [3] 

to classify 32 species. Probabilistic neural network is used to recognize the leaf. 

Also, principal component analysis is employed as a dimensionality reduction 

approach. A competitive based algorithm is used for PLR in [4]. To build the model, 

histogram colour data and set of shape data are used. Three different classifiers 
such as random forest, Support Vector Machine (SVM) and learning vector 

quantization are used to recognize leaf images. 

An approach for PLR using leaf's venation and shape is discussed in [5]. 

Different features such as edges by canny, moment s, centroid-radii model and 

leaf veins are extracted. The prediction is done by MLP architecture.  Leaf contour 

based features is described in [6] for PLR. A histogram is formed using distances 
from the center of the leaf to the contour. Bayes theorem is used for the 

classification of thirteen species. 

 A PLR system using histogram of oriented gradients and Zernike moments 

is discussed in [7]. The petioles are removed using distance transform and the 

image is aligned to center before extracting features. SVM classifier is used and 
the features are normalized before classification. A multi-scale distance matrix 
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based PLR system is described in [8]. It captures the shape geometry using 

Euclidean distance. Then, Decomposed Newton’s Method is employed to reduce 
the dimensionality along with Maximum Margin Criterion. 

Gabor features with low dimensional embedding based PLKR system is 

discussed in [9]. AT first, petioles are removed by morphological operation and 

then converted into gray scale after resized. Gabor features are extracted at eight 

directions. K-nearest neighbor classifier is used. A layered approach based PLR 
system is described in [10]. Each layer uses different features such as colour, 

texture and shape to create a model. A neuro fuzzy classifier is employed to 

recognize the leaf images.   

In this study, an efficient PLR system is designed with the help of colour 

moments and LAWS texture features. The organization of the paper is as follows:  

Section 2 gives the overview of the extracted features and classifiers used in the 
PLR system. In section 3, the obtained results of PLR system are discussed and 

conclusions derived from the performance of PLR system is given in the last 

section.       

II. METHODS AND MATERIALS 

 The PLR system consists of three stages. The first stage is pre-processing 
which removes illumination variations of captured leaf images. A colour 

normalization technique is used to remove illumination variation and bi-cubic 

interpolation is used to resize the image into a fixed resolution. The color 

components (Red, Blue and Green) are separated for feature extraction after 

preprocessing. In feature extraction, up to 4th order color moments are extracted 
from red, green, and blue components at first. Then, a set of nine 5x5 masks is 

used to extract the LAWS texture feature from red, green and blue components 

independently. Finally the feature database is used to train SVM classifier with its 

kernels RBF, linear, quadratic and polynomial and hybridized to classify the plant 

leaf. 

A. Preprocessing 

In this stage, normalization and rescaling are employed to improve the 

performance of PLR system. At first, simple colour normalization is utilized to 

remove the illumination assume that the imaging camera has linear camera 
response. Thus, the pixel intensities in each colour channels are modified by (1)   

bgr
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),,(),,(     (1) 

where n indicates normalization factor. After normalization, the image is rescaled 

to a standard size by bi-cubic interpolation approach [11]. 

B.  Creation of Feature Database 

Figure 1 shows the feature extraction of PLR system. Texture is an 

important feature in many computer vision applications. To measure the variation 

within a specified fixed size window, Laws [12] described texture energy approach 

which uses a set of nine 2D-5x5 masks obtained from four 1D-1x5 vectors that 

detects ripples, edges, spots and levels. The 1D-1x5 vectors are as follows: 
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R5 (Ripple) =  [ 1 -4 6 -4 1 ] 

L5 (Level)  =  [ 1 4 6 4 1 ] 

S5 (Spot)  =  [ -1 0 2 0 -1 ] 

E5 (Edge)  =  [ -1 -2 0 2 1 ] 

 

 

Fig. 1 Feature extraction of PLR system 

From the 1D vector, sixteen 2D masks are obtained by convolving two 1D 

vectors. Among them, the symmetric pairs are removed and finally, nine 2D 

masks are computed. These masks are convolved with the plant leaf images to 

produce texture features. Also, the colour features are computed up to 4th order 
moments such as mean, standard deviation, skewness and kurtosis from each 

colour channels.  

C. Ensemble Classification 

 The recognition of plant leaf is made by the SVM classifier with kernel 

ensemble classification. The SVM classifier with different kernels such as SVM-L, 
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SVM-R, SVM-P, and SVM-Q are trained with different samples. The kernel 

functions are defined as )()()( , jiji xxxxk  . Here the vector x is mapped from 

the space )(x  to some other Euclidean space. The outputs of these SVM 

classifiers are analyzed to take final decision for the recognition.  The kernel 

functions are as follows: 
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 Figure 3 shows the overall classification stage for SVM classifier with 

different kernels. 

 

 

 

 
 

 

 

 

 
 

 

 

 

 

 
 

 

 

Fig. 2 Ensemble Approach of PLR system 

III. RESULTS AND DISCUSSION 

 The performance of PLR system is validated using Folio [13-14] database. 

The leaf images in the database are acquired from Mauritius. It consists of 640 

leafs of 32 different species (20 images/species). The resolution of all leaf images 

is 1980x1024 pixels. In order to increase the speed of the PLR system, all images 

are resized to 256x256 pixels in the preprocessing stage. Figure 3 shows the 
images from the Folio database. 

Feature database 

SVM-R SVM-L SVM-P SVM-Q 

Normal/Infected 

Classification 
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Fig. 3 Folio database plant leaf images 

The performance of PLR system is measured in terms of accuracy. The 

system classifies the plant leaf by ensemble approach with four different kernels 
in SVM. Thus, the dataset is divided randomly into two sets with 60% images for 

training and 40% for testing. This process is repeated 4 times so that each 

classifier is trained with different training samples and tested with different 

testing samples. Finally, the ensemble approach uses their individual performance 

to make final decision. Table 1 shows the performance of PLR system in terms of 

accuracy. 

 TABLE 1 Performance of PLR system  

Classifier 

Accuracy 

Colour Moments 
LAWS Texture 

Features 

Colour Moments + 

LAWS Features 
SVM-L 70.31% 75.00% 79.69% 

SVM-R 74.61% 79.69% 87.89% 

SVM-Q 69.53% 74.22% 76.17% 

SVM-P 69.14% 73.44% 75.39% 

Ensemble 79.69% 84.38% 90.63% 
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The performance of PLR system gives 90.63% accuracy while using 

ensemble classifier with the combined features. The combined features provide 6% 
accuracy over then LAWS features and 10% than colour moments. When 

compared to each classifier, the SVM-R gives promising results of 87.89% for 

combined features than others. It is noted that there is no comparable difference 

between the performance of SVM-Q and SVM-P. 

IV. CONCLUSION 

An efficient PLR system based on moments and texture features is 

presented. The colour information in the leaf image is processed independently to 

achieve higher recognition rate. Before feature extraction, the input leaf image is 

normalized and rescaled using colour normalization and interpolation techniques.  

A combined feature set with colour moments and LAWS texture map is used fort 
effective recognition by ensemble approach. The performance of PLR system is 

analyzed using Folio database images with ensemble approach and also with 

individual classifier. Also, the effect of extracted features is analyzed 

independently by the classifier. Results show that the ensemble approach with 

combined features provides better recognition rate than their individual 

counterpart.  
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