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Abstract: In this paper, an experimental evaluation of Mel-Frequency Cepstral 
Coefficients (MFCCs) for use in Electroencephalogram (EEG) signal 

classification is presented. The MFCC features are tested using CHB-MIT 
Scalp EEG Database. The objective is to classify the given EEG signal into 
normal or abnormal that is based on the MFCC representation of EEG signal. 

Initially, the QRS complex waves are detected using Pan Tompkins algorithm, 
and then the MFCC features are extracted. The performance of MFCC feature 
representation is analyzed in the context of an Artificial Neural Network (ANN) 
classification system in terms of sensitivity and specificity. The performance of 
EEG classification approach depends on the number of MFCC components 
used for the classification. When compared with 15 and 35 MFCC components, 
25 MFCC components gives better result in terms of sensitivity (98%) and 
specificity (96%). 

Keywords: Electroencephalogram, Pan Tompkins Algorithm, MFCC Features, 
ANN Classifier.  

I. INTRODUCTION 

The abnormalities in the human brain are analyzed with the help of EEG 
recordings. The accuracy of mutual information based EEG signals classification 

system is increased in [1] by a hybrid approach. In a two-class mutual 

information recognition system, a Least Square Support Vector Machine (LS-SVM) 

classifier is employed for EEG classification using cross-correlation based feature. 

In order to verify the classifier performance, the LS-SVM classifier is replaced by a 

logistic classifier based on kernel logistic regression and conventional regression 
separately.  

A method of EMD-chaos based system to discriminate EEG signals 

concerning healthy persons and epileptic patients is discussed in [2]. It is very 

useful during seizure attacks and seizure-free intervals. Initially, EEG is 

decomposed empirically during the intrinsic mode functions. An EEG signal 
classification system discussed in [3] makes use of the number of subject 

dependent parameters such as best common spatial pattern channels and the 

best frequency range of the channels of the system. Using these parameters the 

energy features are extracted and classified using the LS-SVM classifier as a back 

end classification. 

In [4], EEG signals are decomposed to five brain rhythms after the 
preprocessing and windowing procedure using the discrete wavelet transform. 

Lorenz inconsistent and consistent features are extracted using the singular 

Lorenz measures method. Then, a hybrid form of K-Nearest Neighbor (KNN) and 

Scatter Search (SS) classification algorithms are used for the classification process.  

A method known as centroid based binary tree structured SVM is 
discussed in [5]. The binary of the SVM models as well as the similarities of the 
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class labels distances from the respective root level centroids are found for EEG 

classification. The classification of multi-class self-paced motor imagery is 
achieved by least-square LS-SVM in [6]. It is used to classify the temporal features 

while tuning the hyper parameters automatically. 

In order to detect epilepsy, an enhanced classifier with modified fuzzy 

clustering algorithm is used in [7]. It makes use of the Bayesian theory. The 

selection of learning parameter of the clustering membership is chosen based on 
the randomly selected clustering centre degree.  

EEG signals are filtered by regularized spatiotemporal approach for the 

classification in [8] by using a single trial EEG. The system consists of two steps 

such as; feature extraction step, an l2-regularized scheme is used for supervised 

spatiotemporal filtering and sparse Fisher linear discriminant analysis is used in 

EEG classification where the optimization is achieved using a convex optimization 
approach.  

The raw EEG signals are preprocessed by surface Laplacian filtering [9] 

and is decomposed by using the wavelet transform into five various EEG 

frequency types like alpha, beta, gamma, delta, and theta. Then the wavelets like 

db4, db8, sym8 and coif5, are used for extracting features and classified by KNN 
classifier. The importance of feature and channel selection for the classification of 

EEG signal is discussed in [10]. The selection process is done by searching the 

feature/channel space using a genetic algorithm and calculating the importance 

of a linear SVM classifier. 

An ensemble synchronization measure in [11] is used for the classification 

with the help of EEG signal pairs. Using ensemble synchronization scheme and 
latency response of the EEG recordings are used as features. Then, logistic 

regression is used to classify each single trial of EEG. Dempster-Shafer theory 

based EEG classification with KNN classifier is discussed in [12]. The 

autoregressive EEG models and wavelet decomposition are used for extracting 

features. KNN scheme is used for EEG classification.  

II. METHODS AND MATERIALS 

 Figure 1 shows EEG signal classification system using MFCC features and 

ANN classifier. At first, the EEG signals are preprocessed to divide the whole 

signals into small segments (QRS peaks) by using Pan Tompkins algorithm [15]. 

Features are extracted from the small segments using MFCC, and these MFCC 
features are analyzed using ANN for abnormality detection. 

A. Pan Tompkins Algorithm 

The system for EEG signal classification uses the QRS detection algorithm 
in [15] to extract the QRS peaks in the given signal. The detection of QRS is based 

on the width, slope and amplitude. It is a complex process. Specifically designed 

band pass filter is designed to eliminate the interferences caused by electrode 

motion, baseline wander, power line interference and high frequencies T waves 

similar to QRS waves.      

The QRS detection in done by using the following three phases. In the 
learning phase, the thresholds are detected with the help of 2 seconds of EEG 

signal. The next learning phase, the limit and average RR-interval values are 

identified with the help of two heart beats. At last, the pulse for QRS complex is 

recognized in the subsequent recognition stage. 
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Fig. 1 Block diagram of EEG signal Classification system 

B. MFCCs Feature Extraction 

MFCCs are a crudely separate source and filter [13]. Because of its non-

linear frequency scale, de-correlated nature, and robustness to noise, this 

representation is widely used in signal processing. Usually, Discrete Fourier 

transform (DFT) is used to compute MFCC parameters of the windowed speech 
signal using Mel-binned filters. X[k] is the DFT of one frame of the signal, x[n]:  
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Then, a filter bank with triangular filters spaced along a Mel-warped 

frequency scale is constructed, as shown in Figure 2. This filter bank is applied to 
the DFT coefficients. The outputs of the filter bank are then subjected to 

logarithmic compression. This logarithmic operation is a homomorphic 

transformation, a transform that converts a convolution into a sum. 

Finally, MFCCs are computed using Discrete Cosine Transform (DCT) from 
the above log Mel-binned filter bank coefficients (m1), as shown below [14]:  
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The higher order Cepstral coefficients are significantly smaller in 

magnitude than the lower ones. Hence, in order to normalize the magnitudes of 
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these coefficients, Cepstral liftering is used. This is done by using the following 

formula [14]: 
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where L is the lifting parameter   12  NL , nc  and nc1
 are Cepstral 

coefficients of before and after lifting. 
 

 

Fig. 2 Mel-warp triangular filters 

C. Classification 

 ANN algorithm is used for EEG signal classification which is a supervised 

neural network. It uses back propagation algorithm for effective classification. At 

each node, a differential transfer function is included. One of the advantages of 
using back propagation is that it can generate complex decision boundaries and 

can modify the weights of each neuron at iteration. Figure 3 shows the 

architecture of back propagation network. It consists of three types of layers for 

processing. The input layer consists of N number of neurons which depends on 

the length of given input features. For 25-MFCC components, the input layer 

consists of 25 neurons. In general, the number of hidden layers is 2N+1. The 
number of the output layer is one as it simply classifies the given data into normal 

or abnormal.  

 

 
 

Fig. 3 Architecture of back propagation neural network 
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III. RESULTS AND DISCUSSION 

The EEG classification system is tested with the CHB-MIT Scalp EEG 

Database [15-16]. A total of 100 EEG signals (50 normal and 50 abnormal) are 
randomly selected from the database. The system is tested with ten runs of 

simulation. At each run, only five signals from both normal and abnormal 

category are randomly chosen for testing. 25 and 35 MFCC coefficients are 

analyzed. Figure 4 shows the performance of EEG signal classification system 

using MFCC features and ANN classifier in terms of accuracy, sensitivity, and 
specificity. 

 

 

Fig. 4 Performance of EEG signal classification 

It is observed from the results that 25 MFCC components are enough to 

provide a maximum accuracy of 97% with 98% sensitivity and 96% specificity. 

While increasing the MFCC components from 25 to 35, the specificity of the 

system is reduced from 98% to 94% that affects the overall system accuracy. 

IV. CONCLUSION  

In this paper, the abnormal activities of the human brain are detected by 

using MFCC and ANN. MFCC components capture the characteristics of abnormal 

pulses in the QRS complex automatically. In ANN, the error contribution of each 

neuron is computed using back propagation algorithm. Three different setups are 

tested for getting better accuracy with 15-MFCCs, 25-MFCCs, and 35-MFCCs. The 
25-MFCCs setup shows the best performance than other setups with 97% 

accuracy with 98% sensitivity and 96% specificity. In future research, feature 

selection could be used to reduce the feature dimension by selecting best MFCCs.  
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